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[bookmark: _Toc386302514]Lab Overview:
The purpose of this lab is to provide a better understanding of The WAN technology Frame-Relay, how to configure and troubleshoot Frame-Relay on Cisco routers. In this lab will explore several types of Frame-Relay Implementations. This knowledge is essential to passing the CCNA exam and will be used in daily in your position as a Cisco network engineer.
[bookmark: _Toc386302515]Frame-Relay:
Frame relay is a telecommunication service designed for cost-efficient data transmission for intermittent traffic between local area networks (LANs) and between end-points in a wide area network (WAN). Frame relay puts data in a variable-size unit called a frame and leaves any necessary error correction (retransmission of data) up to the end-points, which speeds up overall data transmission. For most services, the network provides a permanent virtual circuit (PVC), which means that the customer sees a continuous, dedicated connection without having to pay for a full-time leased line, while the service provider figures out the route each frame travels to its destination and can charge based on usage. An enterprise can select a level of service quality - prioritizing some frames and making others less important. Frame relay is offered by a number of service providers, including AT&T. Frame relay is provided on fractional T-1 or full T-carrier system carriers. Frame relay complements and provides a mid-range service between ISDN, which offers bandwidth at 128 Kbps, and Asynchronous Transfer Mode (ATM), which operates in somewhat similar fashion to frame relay but at speeds from 155.520 Mbps or 622.080 Mbps.
[bookmark: _Toc386302516]LMI Type:
By default Cisco frame-relay encapsulation uses LMI type Cisco, although if you are connecting to non Cisco devices you will need to configure the encapsulation as IETF and the LMI type as ANSI.
[bookmark: _Toc386302517]Static Maps:
By default, Frame Relay uses Inverse ARP to map local DLCIs to remote IP addresses, although it is considered poor practice to rely on Inverse ARP to map local DLCIs to remote IP addresses. The use of static maps prevents the use of Inverse ARP and is the recommended way to configure Frame Relay.
[bookmark: _Toc386302518]Learning Objectives: 
· Review basic router and switch configuration.
· Frame-Relay Encapsulation.
· IETF Encapsulation.
· Static Frame-Relay Maps.
· Subinterfaces.
· Pint-to-Point Frame-Relay
· Mltipoint Frame-Relay
[bookmark: _Toc386302519]Topology:
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[bookmark: _Toc386302520]Tasks:
[bookmark: _Toc386302521]Basic Configuration:
1. Configure the hostnames on all routers as illustrated in the topology.
2. Configure the hostnames on all switches as illustrated in the topology.
3. Configure no domain-lookup on all routers and switches.
[bookmark: _Toc386302522]LAN Configuration:
1. Assign IP address and subnet to GigabitEthernet interfaces of R1, R2, R3 and R4 as shown in the network drawing.
2. Insure GigabitEthernet interfaces are not administratively down. 
[bookmark: _Toc386302523]WAN:
[bookmark: _Toc386302524]Basic Frame-Relay Configuration:
Basic Frame Relay is a Non Broadcast Multi Access technology that is commonly used in hub and spoke topologies. By default, Frame Relay will use Inverse ARP to map a remote IP address to a local DLCI.

1. Assign IP address and subnet to Serial interfaces of R1, R2, R3 and R4 as shown in the network drawing.
2. Assign clock rate of 250000 to serial interface s0/0/0 of R4.
3. Insure Serial interfaces are not administratively down.
4. Enable frame-relay encapsulation on R1, R2 and R3.
5. Display the serial interface s0/0/0 on R1, R2 and R3.

R1#show interfaces s0/0/0
Serial0/0/0 is up, line protocol is up (connected)
  Hardware is HD64570
  Internet address is 10.0.0.1/27
  MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
     reliability 255/255, txload 1/255, rxload 1/255
  Encapsulation Frame Relay, loopback not set, keepalive set (10 sec)
  LMI enq sent  20, LMI stat recvd 20, LMI upd recvd 0, DTE LMI up
  LMI enq recvd 0, LMI stat sent  0, LMI upd sent  0
  LMI DLCI 1023  LMI type is CISCO  frame relay DTE
  Broadcast queue 0/64, broadcasts sent/dropped 0/0, interface broadcasts 0
  Last input never, output never, output hang never
  Last clearing of "show interface" counters never
  Input queue: 0/75/0 (size/max/drops); Total output drops: 0
  Queueing strategy: weighted fair
  Output queue: 0/1000/64/0 (size/max total/threshold/drops)
     Conversations  0/0/256 (active/max active/max total)
     Reserved Conversations 0/0 (allocated/max allocated)
     Available Bandwidth 1158 kilobits/sec
  5 minute input rate 0 bits/sec, 0 packets/sec
  5 minute output rate 0 bits/sec, 0 packets/sec
     0 packets input, 0 bytes, 0 no buffer
     Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
     0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
     0 packets output, 0 bytes, 0 underruns
     0 output errors, 0 collisions, 2 interface resets
     0 output buffer failures, 0 output buffers swapped out
     0 carrier transitions
     DCD=up  DSR=up  DTR=up  RTS=up  CTS=up

R2#show interfaces s0/0/0
Serial0/0/0 is up, line protocol is up (connected)
  Hardware is HD64570
  Internet address is 10.0.0.2/27
  MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
     reliability 255/255, txload 1/255, rxload 1/255
  Encapsulation Frame Relay, loopback not set, keepalive set (10 sec)
  LMI enq sent  60, LMI stat recvd 60, LMI upd recvd 0, DTE LMI up
  LMI enq recvd 0, LMI stat sent  0, LMI upd sent  0
  LMI DLCI 1023  LMI type is CISCO  frame relay DTE
  Broadcast queue 0/64, broadcasts sent/dropped 0/0, interface broadcasts 0
  Last input never, output never, output hang never
  Last clearing of "show interface" counters never
  Input queue: 0/75/0 (size/max/drops); Total output drops: 0
  Queueing strategy: weighted fair
  Output queue: 0/1000/64/0 (size/max total/threshold/drops)
     Conversations  0/0/256 (active/max active/max total)
     Reserved Conversations 0/0 (allocated/max allocated)
     Available Bandwidth 1158 kilobits/sec
  5 minute input rate 0 bits/sec, 0 packets/sec
  5 minute output rate 0 bits/sec, 0 packets/sec
     0 packets input, 0 bytes, 0 no buffer
     Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
     0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
     0 packets output, 0 bytes, 0 underruns
     0 output errors, 0 collisions, 2 interface resets
     0 output buffer failures, 0 output buffers swapped out
     0 carrier transitions
     DCD=up  DSR=up  DTR=up  RTS=up  CTS=up

R3#show interfaces s0/0/0
Serial0/0/0 is up, line protocol is up (connected)
  Hardware is HD64570
  Internet address is 10.0.0.3/27
  MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
     reliability 255/255, txload 1/255, rxload 1/255
  Encapsulation Frame Relay, loopback not set, keepalive set (10 sec)
  LMI enq sent  74, LMI stat recvd 74, LMI upd recvd 0, DTE LMI up
  LMI enq recvd 0, LMI stat sent  0, LMI upd sent  0
  LMI DLCI 1023  LMI type is CISCO  frame relay DTE
  Broadcast queue 0/64, broadcasts sent/dropped 0/0, interface broadcasts 0
  Last input never, output never, output hang never
  Last clearing of "show interface" counters never
  Input queue: 0/75/0 (size/max/drops); Total output drops: 0
  Queueing strategy: weighted fair
  Output queue: 0/1000/64/0 (size/max total/threshold/drops)
     Conversations  0/0/256 (active/max active/max total)
     Reserved Conversations 0/0 (allocated/max allocated)
     Available Bandwidth 1158 kilobits/sec
  5 minute input rate 0 bits/sec, 0 packets/sec
  5 minute output rate 0 bits/sec, 0 packets/sec
     0 packets input, 0 bytes, 0 no buffer
     Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
     0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
     0 packets output, 0 bytes, 0 underruns
     0 output errors, 0 collisions, 2 interface resets
     0 output buffer failures, 0 output buffers swapped out
     0 carrier transitions
     DCD=up  DSR=up  DTR=up  RTS=up  CTS=up

NOTE: By default, Cisco encapsulation is the default Frame Relay encapsulation for Cisco router Frame-Relay enabled Serial interfaces. Cisco Frame Relay encapsulation uses LMI DLCI 1023 for signaling and defaults to an LMI type of CISCO.

6. Display the frame-relay PVC for R1, R2 and R3.

R1#show frame-relay pvc 

PVC Statistics for interface Serial0/0/0 (Frame Relay DTE)
DLCI = 102, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE, INTERFACE = Serial0/0/0

input pkts 14055       output pkts 32795        in bytes 1096228
out bytes 6216155      dropped pkts 0           in FECN pkts 0
in BECN pkts 0         out FECN pkts 0          out BECN pkts 0
in DE pkts 0           out DE pkts 0
out bcast pkts 32795   out bcast bytes 6216155

DLCI = 103, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE, INTERFACE = Serial0/0/0

input pkts 14055       output pkts 32795        in bytes 1096228
out bytes 6216155      dropped pkts 0           in FECN pkts 0
in BECN pkts 0         out FECN pkts 0          out BECN pkts 0
in DE pkts 0           out DE pkts 0
out bcast pkts 32795   out bcast bytes 6216155

R2#show frame-relay pvc 

PVC Statistics for interface Serial0/0/0 (Frame Relay DTE)
DLCI = 201, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE, INTERFACE = Serial0/0/0

input pkts 14055       output pkts 32795        in bytes 1096228
out bytes 6216155      dropped pkts 0           in FECN pkts 0
in BECN pkts 0         out FECN pkts 0          out BECN pkts 0
in DE pkts 0           out DE pkts 0
out bcast pkts 32795   out bcast bytes 6216155

R3#show frame-relay pvc 

PVC Statistics for interface Serial0/0/0 (Frame Relay DTE)
DLCI = 301, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE, INTERFACE = Serial0/0/0

input pkts 14055       output pkts 32795        in bytes 1096228
out bytes 6216155      dropped pkts 0           in FECN pkts 0
in BECN pkts 0         out FECN pkts 0          out BECN pkts 0
in DE pkts 0           out DE pkts 0
out bcast pkts 32795   out bcast bytes 6216155

NOTE: Frame Relay DLCI information is provided by the local Frame Relay switch. You do not need to configure DLCI values on router interfaces manually.

7. Display the frame-relay map for R1, R2, R3.

R1#show frame-relay map 
Serial0/0/0 (up): ip 10.0.0.2 dlci 102, dynamic, broadcast, CISCO, status defined, active
Serial0/0/0 (up): ip 10.0.0.3 dlci 103, dynamic, broadcast, CISCO, status defined, active

R2#show frame-relay map 
Serial0/0/0 (up): ip 10.0.0.1 dlci 201, dynamic, broadcast, CISCO, status defined, active

R3#show frame-relay map 
Serial0/0/0 (up): ip 10.0.0.1 dlci 301, dynamic, broadcast, CISCO, status defined, active

NOTE: By default, Frame Relay uses Inverse ARP to dynamically map local DLCI values to remote IP addresses on the Frame Relay network. This dynamic mapping is illustrated by the keyword dynamic in the output of the show frame-relay map command. In the output above, the remote IP address on the Serial0/0 interface of either router has been dynamically mapped to the local DLCI value.
[bookmark: _Toc386302525]Configuring frame-relay as IETF:
IETF Frame Relay encapsulation should be used when a non-Cisco Frame Relay switch is being used. When you configure IETF, it is also important to specify a non-Cisco LMI signaling type.

Before we can start this part of our lab we need to change the LMI in or frame relay switch from Cisco to ANSI for Serial1, 2 and 3.
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1. Enable frame-relay encapsulation as IETF on R1, R2 and R3 serial interface S0/0/0.
2. Configure the serial interface of R1, F2 and R3 with frame-relay lmi-type ansi.
3. On R3 display the serial interface S0/0/0.

R3#show interfaces s0/0/0
Serial0/0/0 is up, line protocol is up (connected)
  Hardware is HD64570
  Internet address is 10.0.0.3/27
  MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
     reliability 255/255, txload 1/255, rxload 1/255
  Encapsulation Frame Relay, loopback not set, keepalive set (10 sec)
  LMI enq sent  4364, LMI stat recvd 4364, LMI upd recvd 0, DTE LMI up
  LMI enq recvd 0, LMI stat sent  0, LMI upd sent  0
  LMI DLCI 0  LMI type is ANSI Annex D  frame relay DTE
  Broadcast queue 0/64, broadcasts sent/dropped 0/0, interface broadcasts 0
  Last input never, output never, output hang never
  Last clearing of "show interface" counters never
  Input queue: 0/75/0 (size/max/drops); Total output drops: 0
  Queueing strategy: weighted fair
  Output queue: 0/1000/64/0 (size/max total/threshold/drops)
     Conversations  0/0/256 (active/max active/max total)
     Reserved Conversations 0/0 (allocated/max allocated)
     Available Bandwidth 1158 kilobits/sec
  5 minute input rate 0 bits/sec, 0 packets/sec
  5 minute output rate 0 bits/sec, 0 packets/sec
     0 packets input, 0 bytes, 0 no buffer
     Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
     0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
     0 packets output, 0 bytes, 0 underruns
     0 output errors, 0 collisions, 2 interface resets
     0 output buffer failures, 0 output buffers swapped out
     0 carrier transitions
     DCD=up  DSR=up  DTR=up  RTS=up  CTS=up

NOTE: the LMI type will show up as LMI type is ANSI Annex D.

4. Display the frame-relay pvc on R3.

R3#show frame-relay pvc 

PVC Statistics for interface Serial0/0/0 (Frame Relay DTE)
DLCI = 301, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE, INTERFACE = Serial0/0/0

input pkts 14055       output pkts 32795        in bytes 1096228
out bytes 6216155      dropped pkts 0           in FECN pkts 0
in BECN pkts 0         out FECN pkts 0          out BECN pkts 0
in DE pkts 0           out DE pkts 0
out bcast pkts 32795   out bcast bytes 6216155
[bookmark: _Toc386302526]Configuring Static Frame-Relay Maps:
In this part of our lab we will configure manual Frame Relay statements to map local DLCI values to remote IP addresses. By default, Frame Relay uses Inverse ARP to map local DLCIs to remote IP addresses. It is considered poor practice to rely on Inverse ARP to map local DLCIs to remote IP addresses. Using static maps prevents the use of Inverse ARP and is the recommended way to configure Frame Relay.
Before we continue with this part of our lab we need to revert back to Cisco encapsulation. To do this first we need to change the frame-relay switch LNI type for serial interface 1, 2 and 3 from ANSI to Cisco.
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Next you wined to change the encapsulation for serial interface S0/0/0/0 of R1, R2 and R3 to just frame-relay and finally you need to change the lmi-type to Cisco on R1,R2 and R3.

interface Serial0/0/0
 ip address 10.0.0.1 255.255.255.224
 encapsulation frame-relay

Now we are ready to proceed with the next part of our lab.

1. Configure R1 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.2 using DLCI 102.
2. Configure R1 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.3 using DLCI 103.
3. Configure R2 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.1 using DLCI 201.
4. Configure R2 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.3 using DLCI 201.
5. Configure R3 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.1 using DLCI 301.
6. Configure R3 serial interface S0/0/0 to have a static frame-relay map to network 10.0.0.2 using DLCI 301.
7. Display the frame-relay map on R3.

R3#show frame-relay map 
Serial0/0/0 (up): ip 10.0.0.1 dlci 301, dynamic, broadcast, CISCO, status defined, active
Serial0/0/0 (up): ip 10.0.0.2 dlci 301, static, broadcast, CISCO, status defined, active

8. From R3 ping 10.0.0.2.

R3#ping 10.0.0.2

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.0.0.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 8/15/22 ms
[bookmark: _Toc386302527]Point-to-Point Frame-Relay Using Subinterfaces:
In this part of our lab we will configure Frame Relay point-to-point using subinterfaces, and assign DLCIs to these subinterfaces. Point-to-point subinterfaces are used between two - and only two - endpoints.

Before we can continue we need to reset the serial interface S0/0/0 on R1.R2 and R3 back to their default configuration. Normally we would use the Cisco default (interface) IOS command to accomplish this but this command is not supported in Cisco’s Packet Tracer so we will need to do this line by line. 

Issue the following commands on R1, R2 and R3 in global configuration mode.

Interface S0/0/0
No encapsulation
No ip address
Exit

You have returned the serial interface S0/0/0 to is default configuration and we can now continue with our lab.

1. Enable frame-relay encapsulation on serial interface S0/0/0 for R1, R2 and R3.
2. Configure a point-to-point subinterface S0/0/0.102 on R1.
3. Assign the IP address 10.2.2.1/30 to the interface.
4. Configure the frame-relay interface-dlci as 102
5. Configure a point-to-point subinterface S0/0/0.103 on R1.
6. Assign the IP address 10.3.3.1/30 to the interface.
7. Configure the frame-relay interface-dlci as 103
8. Configure a point-to-point subinterface S0/0/0 on R2.
9. Assign the IP address 10.2.2.2/30 to the interface.
10. Configure the frame-relay interface-dlci as 201
11. Configure a point-to-point subinterface S1/0.103 on R3.
12. Assign the IP address 10.3.3.2/30 to the interface.
13. Configure the frame-relay interface-dlci as 301
14. Using the show ip interface brief command to display interface status on R1.

R1#show ip interface brief 
Interface              IP-Address      OK? Method Status                Protocol
 
GigabitEthernet0/0     192.168.1.1     YES manual up                    up
 
GigabitEthernet0/1     unassigned      YES unset  administratively down down
 
Serial0/0/0            unassigned      YES manual up                    up
 
Serial0/0/0.102        10.2.2.1        YES manual up                    up
 
Serial0/0/0.103        10.3.3.1        YES manual up                    up
 
Serial0/0/1            unassigned      YES unset  administratively down down
 
Vlan1                  unassigned      YES unset  administratively down down

Display the frame-relay map for R1.

R1#show frame-relay map 
Serial0/0/0.102 (up): point-to-point dlci, dlci 102, broadcast, status defined, active
Serial0/0/0.103 (up): point-to-point dlci, dlci 103, broadcast, status defined, active

15. From R1 ping R2 10.2.2.2 and R3 10.3.3.2.

R1#ping 10.2.2.2

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.2.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 10/10/12 ms

R1#ping 10.3.3.2

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.3.3.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/10/18 ms
[bookmark: _Toc386302528]Multipoint Frame-Relay Using Subinterfaces:
In this the final part of our lab we are going to configure multipoint Frame Relay using subinterfaces. Multipoint subinterfaces behave and act in the same manner as physical interfaces. They can be used between two or more endpoints, such as in a hub and spoke topology.
Before we can continue with this part of lab we will need to delete the subinterface we created in our last lab.
1. Configure a multipoint subinterface S0/0/0.102 on R1.
2. Assign the IP address 10.2.2.1/30 to the interface.
3. Configure a frame-reply map ip 10.2.2.2 102 broadcast.
4. Configure a multipoint subinterface S0/0/0.103 on R1.
5. Assign the IP address 10.3.3.1/30 to the interface.
6. Configure a frame-reply map ip 10.3.3.2 103 broadcast.
7. Configure a multipoint subinterface S0/0/0 on R2.
8. Assign the IP address 10.2.2.2/30 to the interface.
9. Configure a frame-reply map ip 10.2.2.1 201 broadcast.
10. Configure a multipoint subinterface S1/0.103 on R3.
11. Assign the IP address 10.3.3.2/30 to the interface.
12. Configure a frame-reply map ip 10.3.3.1 301 broadcast.
13. Using the show ip interface brief command to display interface status on R1.
R1#show ip interface brief 
Interface              IP-Address      OK? Method Status                Protocol
 
GigabitEthernet0/0     192.168.1.1     YES manual up                    up
 
GigabitEthernet0/1     unassigned      YES unset  administratively down down
 
Serial0/0/0            unassigned      YES manual up                    up
 
Serial0/0/0.102        10.2.2.1        YES manual up                    up
 
Serial0/0/0.103        10.3.3.1        YES manual up                    up
 
Serial0/0/1            unassigned      YES unset  administratively down down
 
Vlan1                  unassigned      YES unset  administratively down down

14. Display the frame-relay map on R1.

R1#show frame-relay map 
Serial0/0/0.102 (up): ip 10.2.2.2 dlci 102, static, broadcast, CISCO, status defined, active
Serial0/0/0.103 (up): ip 10.3.3.2 dlci 103, static, broadcast, CISCO, status defined, active

15. From R1 ping R2 10.2.2.2 and R3 10.3.3.2.

R1#ping 10.2.2.2

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.2.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 10/10/12 ms

R1#ping 10.3.3.2

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.3.3.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/10/18 ms

This concludes this free CCNA lab. I hope you found it helpful.
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